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Information Superhighway
Why Active Learning?

Maximize model performance per set of images annotated

Labelling all this data is very, very expensive

Active Learning: Can we select images to label such that we…



Gradient as a measure of informative content for an image
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Expected Gradient Length (EGL)
Recap: Expected Gradient Length

Intuitively  defined, lacks theory! 

Classification [1]  :

[1] Settles and Craven, “An Analysis of Active Learning Strategies for Sequence Labeling Tasks”, EMNLP 2008

Regression [2]  :

[2] Cai et al., “Maximizing expected model change for active learning in regression”, ICDM 2013
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Bayesian Uncertainty in Computer Vision [3]
Recap: Uncertainty

Epistemic Aleatoric

[3] Kendall and Gal, “What Uncertainties Do We Need in Bayesian Deep Learning for Computer Vision?”, NeurIPS 2017

EpistemicAleatoric



Literature places uncertainty and expected gradient length as different active 

learning paradigms. Is there a connection between them?

SPOILER: Yes ☺

Are Bayesian Uncertainty and 
Expected Gradient Length equivalent?

The No Free Lunch Theorem

Fisher Information

Linear Regression

Non-linear Regression
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The No Free Lunch Theorem [4] … But Why?
Theory

[4] Shalev-Shwartz and Ben David, “Understanding Machine Learning: From Theory to Algorithms”, Cambridge Press

There is no universal learner, no learner can succeed on all learning tasks

Sample space True distribution Sample distribution
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The No Free Lunch Theorem [4] … But Why?
Theory

[4] Shalev-Shwartz and Ben David, “Understanding Machine Learning: From Theory to Algorithms”, Cambridge Press

There is no universal learner, no learner can succeed on all learning tasks

Notice the convergence of expected risk to chance as the ratio 

of unlabelled points increases

Bayesian Analysis

But do we need to do this … ? 

YES.



8Bayesian Uncertainty and Expected Gradient Length | Mercedes-Benz R&D India | January 2022

Fisher Information
Theory

Distribution

Substitution

Ensemble
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Expected Gradient Length  - Regression
Theory

CLOSED FORM SOLUTION
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Expected Gradient Length  - Regression
Theory

CLOSED FORM SOLUTION

Variance Mean –Mean = 0

For reference – Bayesian Uncertainties in Computer Vision
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EGL++
Algorithm: EGL++

No Ensembles / Dropouts?

No closed form solution for                     ? 
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Algorithm: EGL++
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EGL++
Algorithm: EGL++

Uncertainty Quantification

Single deterministic network 

Hyperparameter free (well … almost!)

No modifications to existing architectures





Thank you!
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